A SCIENTIFIC REVOLUTION IN THE MAKING

Research in the social and behavioral sciences is undergoing a profound transformation that is nothing short of a revolution. This revolution consists of an explosion in online participant recruitment practices as well as a proliferation of resources for creating methodologically diverse studies and disseminating them online. Online research makes it possible to study human behavior in exciting and novel ways, at scales not possible in more traditional research settings. The applications of online technologies are limited only by the imagination of the researchers who use them.

At the heart of the web-based research revolution is Amazon’s Mechanical Turk (MTurk). The MTurk platform gives social and behavioral scientists real-time access to thousands of participants from all over the United States and other countries. In traditional laboratory settings, collecting data from 500 participants can take months. On Mechanical Turk, a researcher can launch a study requiring 500 participants, go to lunch, and come back to find a complete dataset that is ready to be downloaded and analyzed.

Mechanical Turk is, however, more than just a way to quickly collect survey responses. MTurk workers write essays for open-ended qualitative research (Schnur, Dillon, Goldsmith, & Montgomery, 2018), grant access to personal data such as from their Fitbits (Brinton, Keating, Ortiz, Evenson, & Furberg, 2017) and Twitter accounts (Braithwaite, Giraud-Carrier, West, Barnes, & Hanson, 2016), allow researchers to study infants by video (Tran, Cabral, Patel, & Cusack, 2017), and engage with other participants in interactive games and group-based social experiments.

1 Note: Amazon Mechanical Turk is a registered trademark of Amazon.com, Inc.
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(Arechar, Gächter, & Molleman, 2017). MTurk workers also participate in longitudinal studies, including studies that require intensive, daily tracking (Boynton & Richman, 2014). The limits of what is methodologically possible on Mechanical Turk have by no means been fully explored.

The popularity of Mechanical Turk among social and behavioral scientists began skyrocketing in 2011 following the publication of a seminal paper by Buhrmester, Kwang, and Gosling (2011), which showed that high-quality data can be collected on Mechanical Turk quickly and inexpensively. Since then, thousands of published studies have used Mechanical Turk to recruit participants. But interest in online research among scientists began long before 2011. To understand what led to the meteoric rise in the scientific community’s adoption of Mechanical Turk, it is helpful to trace the history of online research to its very beginnings. In this chapter, we describe the range of tools that were available to researchers prior to Mechanical Turk and highlight how the limitations of those tools made Mechanical Turk the right platform at the right time for social and behavioral science.

A BRIEF HISTORY OF ONLINE RESEARCH IN THE SOCIAL AND BEHAVIORAL SCIENCES: FROM HTML 2.0 TO MECHANICAL TURK

Research in the social and behavioral sciences is currently shifting from traditional lab-based practices to the web at an ever-increasing pace. But enthusiasm for the opportunities that online research has to offer is nothing new. As early as 2000, researchers were talking about the potential of online research, writing that “the web presents researchers with an unprecedented opportunity to conduct experiments with participants from all over the world rather than with the usual student samples from their local universities. It thus has the potential to serve as an alternative or supplemental source of subjects and research environments for traditional psychological investigations” (Birnbaum & Reips, 2000). Indeed, even before the existence of the World Wide Web, scientists envisioned the vast potential that a global network of interconnected individuals would offer social and behavioral science (Kiesler & Sproull, 1986).

To understand why social scientists were interested in using the internet for research, it helps to consider the nature of human behavioral research. The social and behavioral sciences consist of a wide range of disciplines whose goals are to understand human cognition, behavior, personality, social interactions, health, and lifespan development. These disciplines include psychology, sociology, linguistics, marketing, business, economics, public health, behavioral medicine, and many others. Scientific
progress across all of these disciplines depends on having access to human subjects who are willing to participate in research studies. However, gaining access to human participants is often challenging in traditional research settings. A lack of participants limits research opportunities and the speed with which research projects can be completed. For these reasons, scientists have always sought novel venues that offer access to a diverse population of research participants, provided that such venues do not compromise the quality and validity of collected data.

It is not surprising, then, that when the internet started being widely used in the early 1990s, interest in leveraging the web for participant recruitment in scientific studies developed almost immediately. Researchers quickly realized that the web offers access to countless people around the world who may be interested in participating in research studies.

Although the World Wide Web was introduced to the world in 1990, up until 1995 internet browsers were implemented using what is now referred to as HTML 1.0. At that time, web pages were static and did not allow users to interact with the page. Starting in 1995, “fill-out forms” provided the substrate on which online survey software was constructed. Fill-out forms allowed users to enter information on a web page and send that information over the internet. With the introduction of forms, it became possible for the first time to conduct rudimentary online research studies, such as online surveys.

The subsequent introduction of Java and JavaScript provided researchers with additional flexibility to control stimuli over the internet. With JavaScript, researchers were able to randomly assign subjects to different experimental conditions, control the order of stimulus presentation using conditional logic, and create studies that were more sophisticated than simple surveys. With these tools in hand, it did not take long for researchers to start using the web to conduct research studies. As early as 1995, the web was being used for classroom experiments and educational demonstrations in psychoacoustics (Welch & Krantz, 1996). The first published paper using online research participants appeared in *Behavior Research Methods* in 1997 (Smith & Leigh, 1997). Laying out the specifics of this study will highlight the advantages and the limitations of online research at the time, and show how online research has evolved since then.

**What the First Online Study Demonstrated About the Benefits of Web-Based Participant Recruitment**

The first paper published using online research participants was positioned at the intersection between health psychology and social psychology and addressed the topic of eating disorders. In the 1990s, the rate of eating disorders was on the rise, especially among women. Sociocultural theories suggested this was due, in
part, to the influence of the media, which portrayed an ideal of beauty and thinness that is unattainable for most people. The messages portrayed by the media are important because women and men who internalize the ideal of thinness portrayed in magazines and movies are at a higher risk of developing eating disorders. To gain insight into this phenomenon, Smith and Leigh (1997) sought to better understand how the ideal female form is perceived and, in particular, how the perception of female beauty may differ across age groups. The challenge they faced, however, was recruiting participants to study psychological phenomena across the lifespan.

**Limitations of the Undergraduate Subject Pool**

Although thin ideal internalization had been studied extensively in prior research, the majority of those studies were conducted on college samples using what are referred to as university subject pools. These subject pools typically consist of undergraduate students who participate in research studies either to fulfill a course requirement or for extra credit. Although such undergraduate subject pools provide university faculty with easy access to research participants, they also have many drawbacks that have been discussed extensively in the scientific literature (Gosling & Johnson, 2010). Laboratory-based research with subject pool participants involves scheduling appointments and requires research staff to conduct one-on-one sessions with students. This process is labor intensive and is often time consuming. Another drawback is availability. Commonly, few people are available in the summer and during vacations. Perhaps the most important limitations are methodological. Studies using undergraduate participants are limited by the demographics of the undergraduate population at the institution where the research is taking place (Gosling, Sandy, John, & Potter, 2010; Henrich, Heine, & Norenzayan, 2010). This is especially true for finding older participants, as the average age of undergraduate subject pool participants is approximately 23 years (Gosling, Vazire, Srivastava, & John, 2004).

Therefore, a key motivation of Smith and Leigh (1997) for conducting the study online was to expand the age range of participants so as to examine whether the perception of female beauty remains constant with age. A second motivation was to examine whether any differences in the results would emerge between the online sample and the subject pool sample. An obvious concern with conducting online research is that researchers lose control over several aspects of the study that may affect participants’ experience and attentiveness. As the first research study conducted online, this study sought to examine how the quality of online samples compares to a more well-established approach.
Conducting the First Online Study

The stimuli for the study consisted of black-and-white drawings that varied in the hip-to-bust ratio. Color images could not be accommodated by most monitors at the time and so were not used. Each image was rated by participants on how attractive it appeared. Participants were not recruited from any particular platform, as participant recruitment platforms did not exist. Instead, the researchers hoped that random people surfing the web would come across the study and be intrigued enough to spend 10 minutes or so completing the task.

The data collection was slow. Only around 25 people per day initiated the study. Of those who started, more than 70% dropped out. Nevertheless, after a few months the authors collected data from more than 550 participants. Comparing the web-based and college samples revealed a remarkable similarity in the results among younger participants. Most important, the online study found a systematic difference between the way in which older and younger people perceived the attractiveness of the female form. Younger participants tended to find the thinner images more attractive than did older participants. The spectrum of attractiveness ratings was shifted toward the heavier figures for the older participants, who found the heavier body types more attractive. These findings raised the intriguing possibility that younger individuals are more susceptible to beauty ideals presented by the media, or perhaps that older individuals prefer heavier body types.

This initial study demonstrated two key principles of online data collection. First, the quality of data collected online could be comparable to the data collected in more traditional research settings. Second, the demographic diversity of online samples could open significant opportunities to pursue novel research questions in a way that would be less time consuming and expensive than more traditional methods.

It was of course possible to claim, as many did (see, for example, Gosling et al., 2004), that such clean results may not be obtained for other types of online studies. A major concern was that participating in a study in an unregulated environment, as opposed to a laboratory, would increase distractibility, which would surely invalidate the results of studies that required sustained attention. Furthermore, the initial study did not reveal whether online participants could be relied on to carefully read instructions or long questionnaires, participate in tiring or tedious tasks, or complete reaction-time tasks. But this initial study did show that it was possible to collect high-quality data online, at least in some circumstances.

At the same time, this initial study demonstrated many of the limitations of online research. Data collection was generally slow, and the dropout rate was high. Significant technical limitations inhibited the range of stimuli that could be reliably
presented online. Finally, significant expertise was required to program and implement the study. Indeed, within a few years, multiple books would be published describing the programming necessary to create online studies because the initial technological hurdles were steep (Birnbaum, 2004; Fraley, 2004; Hewson, 2003). Despite these challenges, this pioneering study established the feasibility of collecting data online and highlighted a key advantage of the demographic diversity of online samples—thus launching a new era in online data collection methodology.

The Emergence of Large-Scale Online Projects

Starting in 1997, the number and scale of online studies in the social and behavioral sciences rose dramatically (see Krantz & Dalal, 2000). In 1998, Mahzarin Banaji and her colleagues initiated an online data collection project called Project Implicit (Nosek, Banaji, & Greenwald, 2002). This project examined implicit prejudice by allowing online participants to complete a short version of the Implicit Association Test (IAT). Project Implicit dwarfed previous online studies in its scope, collecting an average of more than 1,000 responses per day. Within the project’s initial year and a half, more than 600,000 responses were collected. And more than two and a half million responses were collected over a five-year period. An important methodological advancement of Project Implicit was that implicit prejudice was measured by reaction time.

In the most popular version of the IAT task, positive words like good and happy are sometimes presented with White faces or stereotypically White names, and at other times with Black faces or stereotypically Black names. On other trials, negative words like bad and evil are shown together with either White or Black faces. Participants are asked to press a key with their left index finger as fast as they can if the word is positive and with their right index finger if the word is negative. Implicit prejudice is revealed when responses to positive words are faster when those words are paired with White faces than if those same words are paired with Black faces. What was methodologically critical here is that in order to detect these minor differences in reaction times subjects had to be highly attentive and carefully follow instructions. Prior to Project Implicit many researchers assumed that a controlled laboratory environment was necessary to detect such reaction-time differences.

Like the Smith and Leigh (1997) study, access to demographically diverse samples allowed Project Implicit to examine implicit prejudice among groups that are difficult to access in traditional research settings. Due to the scale and diversity of the sample, Project Implicit was able to establish that implicit prejudice exists among all age groups, all ethnic groups, all political parties, and all education levels. At the same time, the data revealed that social group membership moderates both implicit and explicit prejudice in important ways. Implicit prejudice toward African Americans
was higher among Whites compared to Blacks. The implicit prejudice effect was significantly higher for participants over age 50 than it was for younger people. Thus, a widely diverse group of participants provided unprecedented opportunities to examine group differences as moderators of implicit and explicit prejudice and with a sample size that could not be imagined with traditional lab-based approaches.

At the same time Project Implicit launched, large-scale studies in personality psychology began to be conducted online. Gosling and his colleagues (Gosling et al., 2004) collected a dataset of more than 350,000 participants who filled out the Big Five inventory. Because large extant lab-based datasets of the Big Five were available, it was possible to examine the data quality of online surveys with a high level of fidelity. Gosling and colleagues examined the internal reliabilities and correlation patterns among the five major personality traits in comparison to published datasets. Additionally, they conducted the first systematic examination of the diversity of internet samples relative to samples that were published in the *Journal of Personality and Social Psychology*, one of the most prestigious psychology journals.

In terms of diversity, Gosling et al.’s findings reinforced results previously presented by Nosek et al. (2002) and Smith and Leigh (1997), demonstrating that online samples were considerably more diverse across all demographic variables compared to samples of college students. In addition, they found that internal reliabilities of all personality dimensions were within a few decimal points of published norms, and that convergent and discriminant validity of all of the personality measures were consistent with published data.

Together, these early studies spoke to the concern among researchers that the quality of data collected online and outside of a well-controlled laboratory setting could not be trusted. The data from reaction-time tasks and the internal reliabilities of surveys were similar in quality to more traditional lab-based studies. Combined with the opportunities that diverse online datasets had to offer, by the early 2000s the web was beginning to look more and more appealing as a place to conduct research in the social and behavioral sciences.

**THE USE OF ONLINE SAMPLES IN APPLIED BEHAVIORAL RESEARCH**

As the popularity of online data collection was increasing within basic social science, web-based data collection methods were also being adopted in applied areas of behavioral science such as market research. Market research helps organizations better understand the needs of customers by collecting data about customers’ opinions,
their experiences and satisfaction with products, and the effectiveness of advertising messages. For example, Volvo conducted a study of female drivers living in California to help with the development of a new Volvo model (Parasuraman, Grewal, & Krishnan, 2006).

Before the market research industry began using online data collection methods, respondents were typically contacted by mail, by phone, or in face-to-face interviews and focus groups (Evans & Mathur, 2005; Schibrowsky, Peltier, & Nill, 2007). These practices were inefficient, time consuming, and costly. As a result, much like their academic counterparts, market researchers began looking at the web to streamline finding and collecting data from research participants.

Market research differs from basic research in the social and behavioral sciences in a number of critical ways. First, because market research is integrated with commerce, it is a better-funded industry. In 2015, market research generated $21 billion in revenue (Rivera, 2015). In the early days of online research, these considerable financial resources were used to develop a robust infrastructure for recruiting online participants for this industry. A second way market research differs from academic research is that market researchers are often interested in specific market segments. In the Volvo study, for example, the specific market segment was women living in California who drive regularly. In other studies, the market segment might be people who shop at Walmart or people who take cruise ship vacations at least once per year. Although general population studies are also common in market research, without the ability to break the market into specific segments, much of market research would not be feasible. Therefore, in addition to the need to reach a large and diverse online participant population, which market research shared in common with research in the social and behavioral sciences, there was a need to develop the tools to sample specific groups.

To meet the tremendous demand of market research companies, dozens of sample suppliers such as Survey Sampling International (now known as Dynata) and SurveyMonkey emerged to provide participants and robust web-based solutions. Using these platforms, companies conducting market research could request a sample with a thousand participants that are matched to the U.S. Census in terms of age, gender, and ethnicity, and who have specific shopping profiles. Companies that specialize in recruiting such participants for market research studies are known as panel providers or online access panels (Baker et al., 2010; Comley & Beaumont, 2011).

Panel providers often use two approaches to reach online participants. First, there are opt-in panels, which are made up of people who have agreed to be contacted for online research studies. Once people express an interest in being part of an opt-in panel, they are profiled by being asked to provide demographic information and to answer questions about their background, interests, and preferences. Panel companies use this information
to make individuals of interest available for specific market research studies. The second commonly used approach is called river sampling. In river samples, respondents are recruited as they surf the web (Baker et al., 2010). Individuals might see an advertisement to participate in a survey when they are playing a video game or shopping. In both opt-in panels and river samples, participants are given incentives to take surveys, for example, by being given the opportunity to earn cash or rewards points, and via sweepstakes, as we discuss in more detail in Chapter 10.

In addition to creating large online panels with tens of millions of participants, panel providers developed a robust infrastructure for research. Specifically, panel providers developed the technology to recruit and compensate participants, to target participants within specific geographic locations, and to protect the integrity of the data collection process.

At about the same time as the creation of online panels, there was a parallel explosion in the tools available for conducting online market research. Survey platforms such as Qualtrics and SurveyMonkey were created to make it easy to design and implement methodologically sophisticated research studies. In addition, numerous platforms emerged with specialized tools to accommodate different types of stimuli. At G2 Analytics, for example, researchers can employ technology that allows them to conduct studies where respondents watch videos such as political speeches or advertisements and respond any time they see or hear something they like or dislike. Such tools allow for real-time, in-depth assessment of video content.

By 2005, dozens of market research panel companies were providing access to millions of participants around the world. Driven by the need to reach specific market segments, hundreds of companies began specializing in recruiting specific populations. For example, some companies focused on recruiting Latino participants and others focused on recruiting participants in Asia. Eventually, companies started specializing in recruiting participants from social networks like Facebook, and through mobile technology (Poynter, Williams, & York, 2014). After 2005, many companies began to collaborate with one another in an attempt to meet the increasing demand for sampling hard-to-reach groups. Companies realized quickly that, alone, they could not meet the demand of many market research studies, especially if those studies targeted rare and difficult-to-access groups. Collectively, however, panel providers could find nearly any group of participants and, as a result, many companies either merged or developed partnerships to increase their overall reach. Currently, panel providers typically work closely with multiple industry partners. If any one sample provider cannot meet the demands of a study, it reaches out to its partners to increase the likelihood of meeting the required quota.
While the market research industry developed on its own for a time, beginning in 2010 there existed two communities that increasingly sought access to online research participants: academic researchers in the social and behavioral sciences and applied researchers in market research and related fields. At that time, online academic research was in its infancy—enough online research had been conducted to demonstrate the vast potential of web-based recruitment, but virtually no infrastructure existed to support this field. Academic researchers interested in conducting online studies had no specific platform they could use to recruit online participants. Instead, researchers had to post studies on their own websites or various online forums in hopes of attracting enough interested participants. Significant expertise was required to ensure that participants were not completing the study multiple times and that the dataset was not corrupted by unscrupulous respondents. Beyond the ability to conduct a simple one-time study, no infrastructure existed for longitudinal follow-up or for recruiting participants within specific population segments. In short, social and behavioral scientists interested in conducting online studies had virtually no resources at their disposal, had to have significant programming expertise, and had to improvise ways of recruiting participants for each study.

At the same time, the infrastructure for conducting web-based market research was at a significantly more advanced stage of development. Sophisticated technological solutions were in place to manage the recruitment process. A market researcher wanting to conduct an online study had numerous online sample suppliers to choose from to recruit general population samples, or samples based on specific targeting criteria. These platforms had built-in protections against fraud, and sophisticated technology was available to conduct methodologically complex studies.

At first glance, online market research providers would seem to be a perfect recruiting tool that academics should have turned to for meeting their participant recruitment needs. However, panel companies had little penetration into the academic research space. The primary reason for this was cost. Many academic studies are not well funded and could not afford access to online research panels. For this reason, even though significant resources were available for online recruitment of participants through online panels, little research in social and behavioral sciences was conducted using these panels.

In summary, multiple barriers prevented research in the social and behavioral sciences from being conducted online on a large scale. This set the stage for the emergence of Amazon Mechanical Turk.
Chapter 1 ■ Introduction

AMAZON MECHANICAL TURK

Amazon’s Mechanical Turk was created in 2005. With Mechanical Turk, Amazon sought to create a platform on which people could solve problems that did not have automated computer-based solutions. The term Mechanical Turk is based on an 18th-century chess machine that started to travel the world in 1770 and exhilarated crowds by outplaying many of the top chess players of that time. Among the more illustrious opponents of the Mechanical Turk were Benjamin Franklin and Napoleon Bonaparte, both of whom were beaten by the machine, and the world’s then top chess player, Philidor, who beat the Turk though not without significant effort.

Unbeknownst to anyone at the time, inside the machine sat a chess master who used a magnet to move the pieces. The human player was concealed by an ingenious set of moving contraptions that may go down in history as the greatest magic act of all time. In almost 100 years of exhibitions around Europe, no one figured out the trick. Only after a fire tragically destroyed the machine in 1854 did its owner reveal the secret. In hindsight it is now obvious that in the 1800s no machine could have been sophisticated enough to play chess, much less to pose a challenge to great players like Philidor. Indeed, it was not until Deep Blue beat Gary Kasparov in 1997 that chess programs were able to pose a serious threat to the world’s top players.

The Mechanical Turk chess machine demonstrated a principle that is at the heart of Amazon’s MTurk platform: Certain tasks are better done by people than by machines. Although the ability of machines to conduct complex tasks is dramatically more advanced today than it was in 1800, the principle that people are able to do many things that computers can’t is as true now as it was back then. For this reason, tasks that are conducted on Mechanical Turk are called Human Intelligence Tasks, or HITs for short. This name highlights that the problems being worked on through Mechanical Turk require the kind of human intelligence that machines do not yet possess. Often, using people is simply more efficient even when the task can be accomplished by machines. Increasingly, human input via Mechanical Turk is being used to train neural networks and is used for tasks in which humans and machines solve problems synergistically.

Workers and Requesters

The MTurk platform has two types of actors: workers and requesters. Typical tasks that workers do on Mechanical Turk are transcriptions of audio files, identification of objects in visual images, and categorization tasks. HITs may ask workers to review a website’s usability and functionality, or to download an app and provide feedback about the user experience. Within a few years, Mechanical Turk reported 500,000
registered workers all over the globe on its platform. Thousands of HITs were available for these workers to choose from at any one time.

Mechanical Turk has some aspects in common with other platforms that recruit people online to perform research studies for monetary compensation, such as those run by market research panel providers. There are also fundamental differences. At its core Mechanical Turk is a platform that connects people who are willing to do work for monetary rewards with people who need that work done. The two key differences between Mechanical Turk and the market research platforms that preceded it are that monetary compensation on Mechanical Turk is set by market forces on the requester-worker exchange and that Mechanical Turk hosts a much wider range of tasks than traditional market research platforms.

**Mechanical Turk as an Exchange**

As an exchange, Mechanical Turk is a marketplace where wages are driven by market forces. Requesters set prices for how much they want to pay workers for any given HIT, and workers are free to choose whether to work on those HITs or not. Mechanical Turk charges the requester a standard transaction fee for each HIT when that requester agrees that the HIT was completed properly. When Mechanical Turk was launched in 2005, the transaction fee was 10%, but that fee was increased in 2015 to 20% or 40% depending on the task.

The MTurk exchange operates in stark contrast to other platforms where monetary compensation for participants is set not by the requester but by the platform itself. On Mechanical Turk it is possible to conduct a study where participants are paid $0.10 or even less for a HIT (Buhrmester et al., 2011; Litman, Robinson, & Rosenzweig, 2015). Although it is not common practice to pay participants so little, it is in principle possible to conduct a study that costs orders of magnitude less than it would on other platforms. For example, on SurveyMonkey, participants who complete a five-minute task are typically given a reimbursement of $0.50 donated to their charity of choice. SurveyMonkey typically charges the researcher $5 for each participant, thus adding a $4.50 transaction fee. A study with 500 participants could cost $2,500 on SurveyMonkey. On Mechanical Turk, by contrast, a five-minute study can be conducted paying each participant $0.10, which means that with 500 participants, the study can be completed for $50 (or 1/50th the cost). Even when participants are paid $1 for a five-minute study—a rate of $12 per hour—the price for the study would total $600 including MTurk fees. Interestingly, when conducted on Mechanical Turk, this study is not only cheaper for the researcher but also provides a higher level of compensation to the participant. (See Chapter 11 for data on compensation rates and a discussion...
of ethics concerning pay.) The difference in price between Mechanical Turk and its alternatives is dramatic.

Reputation Mechanism and Data Quality

Because Mechanical Turk was created to provide solutions for technically challenging tasks, it did not originally focus on profiling its workers. After all, it doesn’t matter whether workers categorize images in Los Angeles or in New York City, or whether they are 20 or 50 years old. For such projects all that matters is that the images are categorized correctly. Thus, rather than creating an infrastructure for selectively targeting specific groups, Mechanical Turk focused on mechanisms for ensuring data quality. Key among these mechanisms was a reputation system that allowed requesters to select workers based on their experience and past performance. Unlike other online panel providers, MTurk’s reputation system was unique and eventually became so successful that workers became hyperattentive to task demands for fear of damaging their reputation.

The Right Platform at the Right Time for Academic Research

Mechanical Turk emerged as a platform on which many thousands of workers were available to complete tasks at a high level of quality, but where the demographic characteristics and geographic locations of those workers could not be controlled (this functionality would be added in 2016). For this reason, Mechanical Turk initially had limited use for most market researchers. For researchers in the social and behavioral sciences, however, Mechanical Turk provided the solutions they were seeking. The limited ability to selectively target participants was not a major barrier because most studies in the social and behavioral sciences were being conducted using university subject pools anyway, and those pools generally lacked the ability to target specific populations. For social and behavioral scientists, general population studies were the norm.

Because the price of transactions was significantly lower on Mechanical Turk than on other platforms, accessing online participants was now affordable in the academic community. The built-in reputation mechanism helped maintain data quality, as did the built-in mechanisms for preventing duplicate workers. And, because a payment mechanism was built into the system, participants could be paid seamlessly. Mechanical Turk eliminated the need for academic researchers to develop the technological expertise to host their own websites for data collection and the time needed to search internet forums in hopes of finding enough people to participate in their studies. With Mechanical Turk, social and behavioral researchers finally had access to a platform that could be used to recruit online participants easily, quickly, and affordably.

But numerous questions needed to be answered before the platform would be adopted by the research community. The most important question was whether data collected
on Mechanical Turk would meet the rigorous standards of quality required for scientific research. Many rightly wondered, is it realistic to expect high data quality from studies conducted on a platform where workers usually make less than a dollar to participate? In addition, in the early days of MTurk it was unclear what tasks researchers could realistically expect workers to perform—it is one thing to expect workers to stay attentive for 5 minutes, but it’s another to expect them to carefully attend to task demands for 30 minutes or more. Was research on Mechanical Turk limited to studies that ask only survey questions, or could more sophisticated studies like reaction-time tasks also be conducted?

These questions were addressed in multiple early studies (e.g., Berinsky, Huber, & Lenz, 2012; Buhrmester et al., 2011; Goodman, Cryder, & Cheema, 2013; Horton, Rand, & Zeckhauser, 2011; Paolacci, Chandler, & Ipeirotis, 2010). In particular, Gosling and colleagues had been conducting research in personality psychology for over a decade using both online and subject pool participants (e.g., Gosling, Rentfrow, & Swann, 2003; Robins, Tracy, Trzesniewski, Potter, & Gosling, 2001). They thus had large datasets against which the performance of MTurk workers could be compared. Their deep experience with online research in the decade preceding the launch of Mechanical Turk perfectly positioned them to explore how data quality on Mechanical Turk stacked up against other online forums and more traditional laboratory settings.

**The First Explorations of Data Quality on Mechanical Turk**

One of the very first questions researchers addressed when assessing the utility of Mechanical Turk for academic research was whether participants who were paid little money could be relied on to provide high-quality data for survey tasks. Buhrmester et al. (2011) used the Big Five inventory to examine whether MTurk workers attentively fill out surveys. Focusing on the unique capability of Mechanical Turk to set any price for a study, they examined how different levels of monetary compensation affected data quality. Four monetary compensation conditions were used: $0.02, $0.05, $0.10, and $0.50. Participants in all four conditions were asked to fill out the Big Five personality inventory as well as multiple other surveys. Additionally, the number of survey instruments was changed across conditions to vary the length of the survey. In some conditions the study included many surveys and on average took 30 minutes to complete. Other conditions had fewer survey instruments and took just five minutes to complete. The goal of the study was to gain insight into the relationships among survey length, monetary compensation, and data quality.

Intuitively, one might expect the data quality from lower paying HITs to be worse than HITs that pay more. One might also expect data quality to be worse in longer HITs than shorter HITs, especially when the longer HITs do not pay well.
Surprisingly, however, data quality was consistently high across all conditions and remained the same whether participants were paid $0.02 or $0.50 and whether the study took 5 minutes or 30 minutes to complete (Buhrmester et al., 2011). The alpha reliability coefficients for every one of the Big Five personality dimensions was within a few decimal points of the reliabilities that had been reported both in previous online studies and in studies using undergraduate samples. Thus, this initial study showed that the data quality of surveys on Mechanical Turk was as good as the data quality using more traditional methods, including undergraduate and online samples, and was independent of task length and payment.

At the same time that Buhrmester et al. (2011) were conducting their research, the present authors were conducting similar studies to examine the quality of data collected on Mechanical Turk, some also using the Big Five (Litman et al., 2015). We found exactly the same pattern of results but under an extended range of payment conditions. We also used multiple data-quality screens within these studies, such as the squared discrepancy procedure, which examines the consistency with which workers respond to forward and reversed questions, and multiple attention manipulation checks (see Chapter 5). Our data-quality results were consistent with Buhrmester et al.’s findings and showed that whether participants were paid $0.02 or $1 had no impact on data quality.

Initially, these results seemed counterintuitive. How could paying $0.02 for a 30-minute task result in the same level of data quality as paying $1 for a 5-minute task? The answer to this question lies in Mechanical Turk’s reputation mechanism. As both Buhrmester et al.’s (2011) and our data showed, the differences between the various payment and length conditions are revealed in the speed with which participants accepted and completed HITs. The longer and lower paying tasks took many days to recruit a sufficient number of participants. The shorter and better paying tasks, by contrast, were completed within minutes. Most workers were simply not willing to take HITs that did not pay well. However, because workers were careful to protect their reputation, they did not want to click through a task quickly just to receive a small monetary reward—and risk being rejected and having their reputation suffer. As a result, the majority of workers simply refused to work on those tasks, but those who did accept the task worked on it diligently. Chapter 7 provides an in-depth examination of the effect of pay rate on sample composition.

The key findings from these early studies revealed that Mechanical Turk’s reputation mechanism is extremely successful at maintaining high levels of data quality on the platform, even when pay is relatively low. That is not to say monetary compensation does not play any role in data quality on Mechanical Turk. HITs that require high levels of creativity and effort are likely to be affected by pay rate. For example, as a later study conducted by researchers at the NYU Law School revealed, tasks that
require high levels of creativity are significantly affected by monetary compensation in the form of bonuses (Buccafusco, Burns, Fromer, & Sprigman, 2014). Further, monetary compensation affects retention rates in longitudinal studies (see Chapter 10). Monetary compensation thus has important implications for ethics (see Chapter 11), sample composition (see Chapter 7), and data quality for demanding tasks such as open-ended responses. But in terms of workers meeting basic task demands, the Buhrmester et al. (2011) and Litman et al. (2015) data revealed that high-quality data can be attained quickly and at low cost for many types of tasks.

**Collecting Reaction-Time Data on Mechanical Turk**

As interest in Mechanical Turk grew, researchers began exploring the extent to which Mechanical Turk could be used as a valid source of data in a variety of areas within the social and behavioral sciences. During the initial stages of this vetting era, researchers asked many of the same questions about Mechanical Turk that were originally asked about web-based research (see Gosling et al., 2004). One central question was whether reaction-time data could be collected reliably over the internet. The collection of reaction-time data presents several challenges that are of specific interest to cognitive scientists. First, reaction-time data are collected at the millisecond (ms) level, and small differences between groups and/or conditions often lead to important findings. Second, there is considerable heterogeneity in the computers used by online participants, including differences in processor speeds, internet connectivity, and monitor refresh rates. Finally, there is little or no control over the experimental environment in which such studies are conducted. Due to instrument heterogeneity and a lack of experimenter control, there were real concerns about whether Mechanical Turk could accommodate studies that rely on reaction-time data recorded with millisecond precision. Because the collection of reaction time affects numerous research areas in the social and behavioral sciences, this question seemed particularly important to address.

Shortly after academic researchers began running studies on Mechanical Turk, one group of researchers examined the efficacy of running reaction-time studies by attempting to replicate several classic cognitive psychology experiments (Crump, McDonnell, & Gureckis, 2013). Across multiple studies, they demonstrated that stimuli can be presented with at least 80 ms presentation speed and that effect sizes of at least 20 ms can be reliably detected. This level of precision meets the requirements of the majority of reaction-time studies. These effects are much better than may have been expected given the technical demands and lack of experimenter control over the study settings on Mechanical Turk. Later studies showed that significantly faster presentation speeds and even finer levels of reaction-time resolution are also possible when using more specialized software (Barnhoorn, Haasnoot, Bocanegra, & van Steenbergen, 2015). The Crump et al. (2013) results showed that data quality for studies that rely on extremely fine levels
of reaction-time measurement can be reliably attained on MTurk, leading to increasingly widespread adoption of Mechanical Turk for studies requiring reaction-time measures (for an overview, see Stewart, Chandler, & Paolacci, 2017).

**Expanding the Range of What Is Possible on Mechanical Turk**

Initially, research looking at data quality on Mechanical Turk showed that it held considerable promise for collecting high-quality data with studies that used both survey instruments and reaction-time measures as outcomes. There were, however, formidable challenges to running more complex social and behavioral research studies on Mechanical Turk. Even the most rudimentary requirements of behavioral research studies were difficult to implement. For example, researchers typically did not want participants from a first study to participate in subsequent studies, since the workers were now familiar with the study’s protocols. But on Mechanical Turk it was extremely difficult to prevent workers from participating in a study based on their previously taken HITs. After all, as far as Mechanical Turk was concerned, if a worker was experienced at categorizing images, why wouldn’t someone want that individual to do it again? Thus there was no easy mechanism put in place to flexibly manage participant recruitment. On the flip side, it was also difficult to conduct longitudinal studies. Recruiting participants from previous studies on Mechanical Turk was complex and required the management of what are called qualifications (see Chapters 3 and 4).

Various solutions were developed by the research community to solve these problems. Eventually, specialized third-party platforms such as psiTurk (Gureckis et al., 2016), TurkServer (Mao et al., 2012), and TurkPrime (now CloudResearch; Litman, Robinson, & Abberbock, 2017) were developed to help researchers navigate various intricacies of Mechanical Turk. With the robust capabilities of Mechanical Turk now augmented by third-party solutions, the use of Mechanical Turk among scientists exploded with unprecedented speed.

The rate of adoption of Mechanical Turk was dramatic. Within a few years following the publication of Buhrmester et al.’s (2011) seminal paper in the journal *Perspectives on Psychological Science*, the paper was cited more than 5,000 times. As of 2015, 40% of all research papers published in the *Journal of Personality and Social Psychology* had at least one study with MTurk workers (Zhou & Fishbach, 2016). Researchers quickly began to explore how Mechanical Turk could accommodate research in each of its specific subfields of the social and behavioral sciences. Within a short time, researchers from more than 30 different academic disciplines were routinely using Mechanical Turk for their research studies (Bohannon, 2016).

The scientific literature is replete with research questions explored using the MTurk participant pool. Table 1.1 lists some examples of research questions that have been
<table>
<thead>
<tr>
<th>Research Question</th>
<th>Citation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Does cognitive reappraisal ability buffer against the indirect effects of perceived stress reactivity on Type 2 diabetes?</td>
<td>Sagui and Levens (2016)</td>
</tr>
<tr>
<td>How can individuals be mobilized to action against voter ID laws?</td>
<td>Valentino and Neuner (2017)</td>
</tr>
<tr>
<td>Is there support for a general factor of well-being?</td>
<td>Longo, Coyne, Joseph, and Gustavsson (2016)</td>
</tr>
<tr>
<td>How might men who are depressed express themselves?</td>
<td>Nadeau, Balsan, and Rochlen (2016)</td>
</tr>
<tr>
<td>Is there a connection between eating pathology and risk for engaging in suicidal behavior?</td>
<td>Skinner, Rojas, and Veilleux (2017)</td>
</tr>
<tr>
<td>What factors predispose some individuals toward holding beliefs in God?</td>
<td>Wlodarski and Pearce (2016)</td>
</tr>
<tr>
<td>How does charismatic leadership affect cooperation?</td>
<td>Grabo and van Vugt (2016)</td>
</tr>
<tr>
<td>Are people more authentic after having vivid thoughts about their death?</td>
<td>Seto et al. (2016)</td>
</tr>
<tr>
<td>How does psychopathy relate to individuals’ ability to discriminate trustworthy and untrustworthy faces and genuine expressions?</td>
<td>Sacco et al. (2016)</td>
</tr>
<tr>
<td>Does a feminine appearance for women pursuing STEM erroneously signal that they are not well suited for science?</td>
<td>Banchefsky et al. (2016)</td>
</tr>
<tr>
<td>Is belief in God linked to social and emotional cognition?</td>
<td>Jack et al. (2016)</td>
</tr>
<tr>
<td><strong>Does pathogen-avoidance motivation lead to health protective behaviors?</strong></td>
<td>Grujters et al. (2016)</td>
</tr>
<tr>
<td>Do parenting styles affect parental feeding practices?</td>
<td>Kiefner-Burmeister et al. (2016)</td>
</tr>
<tr>
<td>Are there sociocultural differences in people’s beliefs in the utility of preventive medicine?</td>
<td>Dye et al. (2016)</td>
</tr>
<tr>
<td>What factors influence customers’ likelihood to join a program in the casino industry?</td>
<td>Quigno and Zhang (2016)</td>
</tr>
<tr>
<td>How can privacy concerns help predict mobile commerce activity?</td>
<td>Eastin et al. (2016)</td>
</tr>
</tbody>
</table>

(Continued)
addressed using MTurk workers as research participants. As this table illustrates, the studies conducted on Mechanical Turk span multiple disciplines and topics.

### CONCLUSION

Prior to Mechanical Turk, online research remained a niche field, existing largely outside of mainstream science. Despite interest from a growing number of researchers (Birnbaum, 2004; Fraley, 2004; Gosling & Johnson, 2010; Hewson, 2003), several factors kept online research from entering the mainstream. First, significant skepticism remained about the level of data quality of online samples (see Gosling et al.,
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The inability to control what participants were doing during the study raised researchers’ suspicions. Perhaps most important, at the time, significant technical skills were required to conduct even the simplest study online, putting online research out of reach of most researchers who did not have the technical expertise to carry out such studies.

The emergence of Mechanical Turk has democratized online research. With Mechanical Turk, no longer does online research require significant programming expertise and high levels of research funding. Online research in general, and Mechanical Turk in particular, has moved on from being a niche field. Soon, almost every researcher will be dealing with Mechanical Turk in one form or another, either for data collection for their own studies or in reading and evaluating the research of others.

While research on Mechanical Turk is becoming increasingly more sophisticated and complex, new research tools and methodologies are increasingly becoming available. Researchers are now able to collect data via live audio (Gašić, Jurčiček, Thomson, Yu, & Young, 2011; Gašić et al., 2013; McGraw, 2013) and video chat (Miller, Mandryk, Birk, Depping, & Patel, 2017). It is becoming increasingly possible to collect physiological data during live video interviews (Muender, Miller, Birk, & Mandryk, 2016) and by accessing databases from wearable devices (Brinton et al., 2017). Clinical research is also becoming increasingly more commonplace (see Chandler & Shapiro, 2016). For example, workers grant access to their Twitter accounts, which can be used to gain clinical insights into critical areas such as suicidality and depression (Braithwaite et al., 2016). Additionally, since Mechanical Turk was originally intended as a marketplace for work, researchers are increasingly learning how to use MTurk workers as their research assistants for tasks like stimulus development and validation (see Chapter 2, where we use MTurk workers to provide feedback about parts of this book).

With exponential increases in the number of tools available for conducting research on Mechanical Turk, the amount of data available about the MTurk worker population, and the quality of the available data, it is becoming increasingly difficult for researchers to keep track of all the new advances and resources.

Getting started on Mechanical Turk requires familiarity with the basic mechanisms and concepts that make Mechanical Turk unique. MTurk workers function within a unique online culture that many researchers are not familiar with. Third-party platforms are becoming more sophisticated and provide researchers with increasingly powerful new tools to enhance Mechanical Turk’s functionality. The demographic composition of MTurk workers, including the question of how many workers are available, is also generally poorly understood. Important questions about ethical concerns surrounding research on Mechanical Turk commonly arise. Finally, as
researchers increasingly begin to look to the web for their data collection needs, interest in using other platforms is also beginning to increase. Although Mechanical Turk has substantial advantages over other platforms, alternative sources of data collection such as market research platforms have much to offer social and behavioral scientists. However, the relative advantages and disadvantages of Mechanical Turk versus market research platforms are often not clear.

This book aims to address these and many other issues. In the upcoming chapters we provide an overview of basic concepts that are unique to Mechanical Turk, including an overview of the MTurk culture and ecosystem. The first part of the book (Chapters 1–5) offers an introduction. Its aim is to provide an overview of stimulus development platforms, show how to set up a study on Mechanical Turk, discuss best practices for study setup, and provide a conceptual introduction to the MTurk application programming interface (API) and third-party systems such as CloudResearch. The second part of the book addresses advanced topics, including data quality on Mechanical Turk and other platforms, the demographic composition of Mechanical Turk, the activity levels of workers, best sampling practices, the representativeness of studies conducted on Mechanical Turk, best practices for conducting longitudinal research, and the ethics of conducting research on Mechanical Turk.

Finally, this book is not limited to Mechanical Turk. We aim to provide a comprehensive and up-to-date overview of the complex and quickly evolving ecosystems available for online participant recruitment. Mechanical Turk is one of many approaches for recruiting participants online. Each approach has its advantages and limitations, which are discussed in Chapter 10. We provide an overview of market research platforms, data quality and demographic differences between Mechanical Turk and online panels, and advantages and disadvantages of using Mechanical Turk relative to other platforms. Overall, we see Mechanical Turk and online panels as being complementary, with each well suited for specific research questions. This book aims to introduce readers to the many options available to help researchers complete their projects successfully using online research participants.
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