DISCOVERING CAUSE AND EFFECT

Life is a perpetual instruction in cause and effect.

—Ralph Waldo Emerson

LEARNING OBJECTIVES

• Explain how cause and effect work in an experiment.
• Compare the benefits of experiments to other methods.
• Identify the three basic criteria of experiments.
• Describe the elements of variation, confounds, control groups, and assignment.
• Develop a statement of the problem and answer the “so what” question for a study of your own.

This book is about experiments, the scope of which varies greatly. An experiment is a scientific test of some hypothesis or principle carried out under carefully controlled conditions in order to determine or discover something unknown. Experiments provide insights about the relationship between things where changes in one thing cause something to happen to another. We have all done informal experiments in everyday life without even knowing it, as the opening quote by Ralph Waldo Emerson illustrates. For example, if you change the amount of a certain ingredient in a recipe, does it taste better? If you drink lower-calorie beer, do you lose weight? As long as you only
change one ingredient at a time, or do not exercise more or eat lower-calorie everything, you probably assumed it was that one ingredient or that lower-calorie beer that caused the difference in taste or your weight loss.

CAUSATION

These examples of everyday experiments illustrate the concept of cause and effect. An “effect” is what happened. Better-tasting lasagna or weight loss are the effects in the earlier examples. The “cause” is the explanation for why these things happened—more garlic in the lasagna made it taste better, the lower-calorie beer helped you lose weight. We find the word *cause* used in everyday language, such as “the cause of death” or “the cause of an accident.” The meaning is no different in experiments, but you will also see the terms *causality* or *causation* used.

Of course, for the purposes of this book, we are more interested in systematic experiments than the simple, everyday ones that are described. In medicine, these are called *clinical trials* or *randomized clinical trials* (RCTs; for more about RCTs, see More About box 1.1). In web design and market research, they may also be called *A/B testing*. The language is a little different from experiments in the social sciences, but the goal is the same—to discover what treatment (or cause) works best on a particular problem. In medicine, the problem is an illness or disease, the effect being a cure or improvement. In social science, the problems for which we are seeking solutions can be TV commercials that promote brand awareness, strategies for teaching students with Down syndrome, or interventions that help accountants be more honest.

To do this, social scientists use experiments as “the basic language of proof.” Experiments give us evidence of cause and effect by demonstrating what happens when something is changed while everything else remains the same. In this way, we have more assurance that the thing that changed is responsible for causing the outcome or effect we have observed.

Experiments are the most common kind of research conducted in the medical field, but in social science, they can be among the least often used. In communication journals, around 12% of studies use experimental designs. In international relations, it can be as low as 4%. In special education, experiments are promoted as the answer to calls for increased quality and rigor in an evidence-based profession. And they are growing steadily in political science, among other fields. As the benefits of this method become known throughout the social sciences, software to analyze data gets easier to use, and as technology makes subjects cheaper and easier to recruit, the use of experiments should
only increase. Thus, knowing how to do them well is all the more important. Already, many articles discuss the increased use of experiments for both academics and professionals in disciplines such as political science and information systems. Others discuss the growing importance of creating organized courses in experimental methods. Some go so far as to say experiments are the most important method in their discipline.

Experiments are central to fields that use evidence-based practice such as social work and education, where the randomized clinical trial is the gold standard.

EXPERIMENTS COMPARED TO OTHER METHODS

The main benefit of the experimental method is that it offers a powerful tool to discover causation. Many other research methods, such as surveys, can identify correlations, or relationships, that vary together and are unlikely to have occurred by chance. This is not
necessarily the same thing as causation. Experiments, by contrast, can provide insights into how changing one thing leads to changes in another. Deliberately and systematically varying, or changing, something allows us to see a potential causal agent. Following up correlational studies with experiments is a good way to give us more confidence that the relationships we find in these studies are actually causal. Triangulation, or the use of different methods to study the same phenomenon, is important to scientific inquiry because it helps give us confidence that what we see using one method can be replicated, or reproduced, using another. Of much concern is the overreliance on surveys and observational methods that show a correlation but with no follow-up using experiments that find evidence of a causal relationship.

One of the most famous illustrations of the problem with inferring causation from correlation is the long-ago pronouncement that storks brought babies. A study done in Copenhagen in the 1930s documented that the years with larger stork populations also saw more babies born—a high correlation of .85. But just because these two variables are highly correlated does not mean one caused the other. Instead, there were plausible alternative explanations, or other possible causes, that were not studied. This was right after World War I, and all those soldiers returning home after so long led to more babies being born. In addition, people were migrating from the country to the city where the jobs were, so more people to have babies equaled more babies. As the population increased, more houses were built, which led to more places for storks to nest, leading to more storks. The cycle continued.

**BASIC CRITERIA FOR EXPERIMENTS**

This example illustrates the three basic features that all experiments must have; that is, the cause must precede the effect—in this case, storks did come before the babies—but the cause must also be related to the effect, which it was not. There was no logical or theoretical reason and no empirical evidence to suggest that storks were related to babies. This is one reason why experimentalists do not test mere hunches but instead find linkages in the form of theoretical, logical, or existing evidence to test. This helps ensure that the cause is actually related to the effect. In the storks and babies example, the third feature of an experiment also was missing—there must be no other plausible alternative explanation for the effect. A real experiment must contain all three: Cause must come before the effect, be related to it, and there must not be any other plausible alternative explanations. If these three conditions are met, experiments give us a powerful way to have more
confidence that one thing led to, or caused, another, not just that there is an association that was unlikely to have occurred by chance.

While being able to test cause and effect is a powerful tool, it is still merely a description; it does not explain why something occurred. For example, in the field of social work, many studies have identified programs that successfully reduce juvenile delinquency, but few have undertaken an examination of why they are effective.21 Hay and colleagues noticed the gap and designed an experiment to discover the mechanisms that explain why participating in a program reduced delinquency rates (for more on this study, see Study Spotlight 1.2). In my own work, I hypothesized that seeing photographs would cause journalists to use better-quality ethical reasoning when making news decisions. I found the effect I was looking for,22 but that was a description, not an explanation. That finding alone did not say anything about why it happened. To provide a causal explanation, experiments need to build in potential mechanisms that explain these effects. If photographs do improve ethical reasoning, it is important to know why. Mediators and moderators such as this will be discussed in more detail in another chapter. Suffice it

---

**STUDY SPOTLIGHT 1.2**

**Discovering Effects and Explaining Why**


This study is a good example of an experiment that not only finds effects but also explains what caused them. The authors start by reconfirming that the treatment by a particular program actually did reduce juveniles’ risk for delinquency. Then they examined the mediating variables that intervene, or come between, participation in the program and reduced juvenile delinquency. They examined a total of eleven risk factors that had been suggested as the reasons why the program worked, which researchers call causal mechanisms. They say, “In short, if we lack insight on the precise mechanisms by which a program reduces delinquency, then efforts to build on its strengths, replicate it elsewhere, and use it to inform public policy are necessarily hindered” (p. 248).

Out of the eleven possible variables that could have explained why the program worked, the researchers found only one that was significant: “Reduced association with peers who engaged in deviance and pressured them to do so as well” (p. 263). In other words, hanging out with a bad crowd.

They explain the importance of this in terms of the time and money spent by such programs pursuing these ten other variables that, it turns out, did not actually make a difference. Put in nicer terms than the wasting of time and money, the researchers say, “Our analysis—a rare test that has considered mediating variables—suggests that many of the risk factors targeted by these programs may be unresponsive to program services” (p. 264).
to say here that good experiments should also include mechanisms for explaining why a certain effect occurred.

With this basic discussion of what experiments can do compared to other methods, next we turn to some specific elements of experiments. All of these will be elaborated in more detail in later chapters but are introduced here to provide some basic fundamental understanding of experiments.

ELEMENTS OF EXPERIMENTS

Variation

Varying or changing things is the first key to a good experiment. Obviously, if nothing varies, then there is nothing to study. Something has to change. In experiments, variation is achieved by manipulating the independent variable, or IV—the thing researchers think will cause a change. This is also called the manipulation, treatment, or intervention. The researcher should carefully control these. For example, many studies use professional actors to portray a political candidate rather than real politicians who may bias subjects’ responses.23 In one study, the actor was tasked with displaying positive nonverbal behaviors in one interview, negative ones in another, and neutral body language in a third. The study authors researched exactly what those looked like—for example, crossed arms was negative, leaning forward and looking the interviewer in the eye was positive—and made sure the actor displayed those behaviors. It is not enough to merely ask an actor to behave positively or negatively but for the researchers to know exactly what that should look like and ensure that it is properly demonstrated.

Another key to good variation is that only one thing at a time can vary; otherwise, it is impossible to tell which of the several things that varied caused the outcome. Actually, many experiments do vary more than one thing at a time (more on that later), but the key is they do not allow those things to covary—that is, they cannot vary together. For example, one researcher noticed that studies showing negative political advertising were more powerful than positive advertising and had allowed the tone of the ads to covary with the amount of information in them.24 There was always more information in the negative ads than in the positive ads; therefore, the more powerful effects could be due to more information, not necessarily to its negative tone. This provided a plausible alternative explanation for the effects found in these other studies. To determine if this was the case, the researcher did a study that held the amount of information constant—that is, there was the same amount of information in both the negative- and positive-toned ads. He found that the tone was not causing the effect at all—it was the amount of information;
negative advertising typically had more information in it than positive advertising, and that was the source of the greater levels of campaign knowledge, interest, and turnout that the other studies had documented.

In reality, cause is rarely univariate, or caused by one variable. Social science researchers seldom expect one thing alone to be the direct cause of another. There are usually many things that are responsible. In experiments, this is managed by holding constant other things than the one purposely being varied to make sure those things are not responsible for the effect.

**Confounds**

Things that could provide plausible alternative explanations are called confounds. It is important that there are no confounds—that is, anything that would harm the accuracy of the experiment. Key to a successful experiment is controlling for extraneous influences that might have caused the outcome. For example, a researcher studying the effect of photographs that were placed above or below the fold in a newspaper used as stimuli a vertical photo that showed a person up close above the fold and a horizontal photo showing people far away below the fold. He used only the horizontal far-away photo below the fold and only the vertical close-up photo above the fold. The problem with this is that it could have been the vertical or horizontal format of the photo, or the close-up or far-away distance of the people in them, that was responsible for the effect he found. Those were not the variables he had deliberately varied. The pictures varied on many levels, not just the ones he was interested in, which was placement in the newspaper. This represents a confound—a plausible alternative explanation that was not controlled for.

To avoid confounds in one study designed to determine how the race of the people in photographs affected journalists’ ethical judgment, the researcher took the exact same picture and digitally altered the skin tone, hair, and facial features of the people in order to manipulate their race. That way, everything was the same except race—the thing designed to vary. The backgrounds were the same, the distance from the camera, the people’s attractiveness, and everything else was the same. This avoided any confounds. Researchers know, for example, that close-ups make people feel more comfortable with the people in the photographs than long-shots, and that attractive people are evaluated better on a variety of characteristics than less attractive people, including trustworthiness and electability in political candidates. So this study needed photographs that were exactly the same in every way except the race of the people in them.

In experiments, it is helpful to be as Type A as possible. For example, a researcher might measure the distance from the TV to the chair that subjects sit in before every new
subject comes in. All subjects should be exactly the same distance from the TV because being even a little bit closer can make a difference.

Researchers discover potential confounds two ways: by using common sense and by reading other studies. The literature abounds with evidence showing, for example, that political party and ideology affect many things. Thus, many experiments control for these potential confounds by creating stimuli that do not implicitly or explicitly state the political party of a fictitious candidate. This represents an experimental control, or carefully managing the variables in play. Another example of avoiding potential confounds is not using real issues in the news at the time of an experiment held during an election. When a researcher cannot control for a potentially spurious relationship between the independent and dependent variables, another approach is to measure it and statistically control for it—that is, take it out of the equation before examining what effect the manipulation had. Measuring people’s political party and ideology, and then using them as covariates, is a form of statistical control.

It is important to read the literature to discover things that need controlling. For example, in studies of moral development, researchers have found a connection between being liberal or conservative and quality of moral judgment. This is not something that is intuitively obvious, so reading the literature to discover this is key. Age and education are also related to better moral judgment, so experiments that use moral judgment as the outcome or dependent variable typically measure participants’ political ideology in order to incorporate them in the statistical analyses as covariates should random assignment not have already made the groups equivalent on that variable. Covariates work by taking out the effect of the potentially confounding variable so researchers can see the true effect of whatever variable is being manipulated. It is important to know the literature in the domain being studied, because not everything one might suspect as having a potentially spurious relationship between a dependent and independent variable really does. For example, gender does not usually matter in moral judgment, but it does in a great many other things. As most effects are rarely caused by simply one thing, it is important to know what else might be affecting the outcome.

It is also important to control for potential confounds that your own common sense tells you might affect the outcome. Just because you do not see something in the literature, if you think it might cause an effect, build it into the experiment so you can

---

1Covariates are not always necessary in experiments the way they are in observational studies because random assignment is designed to eliminate the effects of such variables. Random assignment will be discussed in more detail in chapter 7.
test it and see. Presumably you are studying a phenomenon that you know a lot about. If you are an expert, you should have some idea of what kinds of things affect the phenomenon you are studying. This is one way that knowledge is created and the literature develops.

**Control Groups**

Another important requirement of experiments is not just knowing what happens to people who receive the treatment, but also knowing what would happen if they had *not* received the treatment. Having a group of people who do not get the treatment, known as the *control group*, gives us a way to infer what the outcome would be had there been no treatment. The effect is the difference between what *did* happen when people got the treatment and what *would have* happened had they not gotten it. This allows us to isolate and test the effects of one variable at a time, and provides greater certainty that the effect is due to that variable and not something else. The people who are exposed to the treatment or intervention are called the *treatment group*, *experimental group*, or *manipulation group*. The people who are not exposed to the treatment are the control group. This group of people who are not given the manipulation is used as a comparison for what “normal,” “neutral,” or “no manipulation” would be like.

In medical research, the control group is often given a placebo, which looks like a pill, injection, therapy, or some other treatment but really is only a sugar pill, saline injection, or something else that leads people to perceive they had something done to them. (See More About box 1.3 on placebos.) Because of the power of suggestion, it is not good enough to actually do nothing to the people in the control group; they must perceive that they had some sort of treatment. For social scientists, that can sometimes present a problem. For example, when testing different types of marketing messages, what constitutes a control group? No message, of course, but then what do subjects do instead? You cannot have them just come in and answer the questionnaire without having them be exposed to something or they will perceive the study as too artificial. Control groups will be discussed more in the coming chapters; the point of the discussion here is that experiments need some way to compare what happens to people who get the treatment versus what happens to people who do not.

**Assignment**

Last in this discussion, but probably most important to experiments, is the topic of how people are assigned to the different interventions in an experiment. This topic is so important that it rates its own chapter (chapter 7). Briefly, the gold standard is
In medical research, the use of placebos is much more complicated than a simple injection of saline, a sugar pill, or the pretense of surgery to mimic an actual treatment on a group of control subjects. In fact, these inert or ineffective but harmless treatments actually have been shown to have effects. Called the placebo effect, people receiving them actually report improvement in whatever condition they were supposedly being treated for.

The word placebo is Latin for “I shall please.” The first controlled trial to use placebos has been traced to 1801. The perception of placebos as fraudulent, deceptive, and unethical arose because up until the middle of the twentieth century, many practicing physicians would administer them to patients under the guise of actual medicine. Questions about the ethicality of using placebos in research continue to this day.

The first report on the placebo effect found that four out of five patients receiving the placebo reported relief of their symptoms; results were the same when they received the actual treatment. The report cites the power of hope, faith, and the imagination. Ever since, research on the placebo effect has continued to show that patients improve after receiving the inert placebo to varying degrees, including equal or better results than the active drug. A review of fifteen studies showed that, on average, placebos performed as well as the active treatment 35% of the time. Flaws in this review have been pointed out, but research continues to show that placebos “work” about a third of the time.

In 1961, Beecher conducted another review and found a placebo effect in 37% of patients. The term placebo effect has been defined as the positive effects of an inert substance due to the power of suggestion, or “the difference in outcome between a placebo treated group and an untreated control group in an unbiased experiment.”

In social science research, a placebo is akin to a control group that receives something designed to look like a treatment or manipulation—for example, subjects who read stories about a new movie rather than the episodic and thematically framed crime stories that are the real focus of the study.

A placebo is the inert or fake treatment given to subjects; the placebo effect is subjects’ response to it. It is different from the Hawthorne effect, described in the More About box in chapter 2, which describes how subjects’ performance changes because they are being observed. In the placebo effect, subjects experience change because of their expectations, beliefs, or hopes that the treatment will work rather than the treatment itself. In order to be effective, a treatment has to pass the placebo test—that is, the treatment must be significantly better on the outcome than the control group that gets the placebo.

Research in the social sciences also finds a placebo effect—for example, with products that promise better athletic performance, factors that affect financial decisions, drink labels and perceptions of intoxication, and well-known brands. Placebos are also found in daily life—for example, the buttons at intersections that lead pedestrians to feel a sense of control but don’t really affect the light.
**random assignment**, which is a way of placing subjects into the groups in such a way that individual differences are evenly distributed across the different groups. That feature is important to ensure that people’s individual characteristics are not confounds of the study. Men and women should be evenly distributed across the groups, as should the young and old, for example. This book devotes an entire chapter to assigning subjects to conditions of experiments, including discussing what to do when it is not possible to assign people this way.

---

**STARTING A STUDY OF YOUR OWN**

Now that we have some basic understanding of what an experiment can do compared to other methods, this chapter turns to the first practical step in starting your own experiment: writing a clear and concise statement of the research problem. Clear and concise writing is important in all kinds of research but especially, in my experience, when writing up experiments. Because they can be complex, and many social scientists may not be as familiar with experimental methodology as they are with surveys or other techniques, experiments seem to be harder for readers to follow. Thus, one key focus of this book is to help readers write experiments in plain language and terms that anyone with moderate knowledge of social science can understand. That can be harder than you think. We begin with the statement of the research problem. This is more overarching than specific hypotheses, although they are related. Writing hypotheses will be developed in a later chapter (chapter 3).

To begin a new experiment, one must come up with an idea to test. It helps to think about it in terms of cause and effect, testing if one thing causes another. For example, here are three (rather oversimplified) ideas for studies:

---

“This textbook uses the term subjects to refer to the people studied in an experiment. The latest (6th) edition of the Publication Manual of the American Psychological Association (APA) says both terms, subjects and participants, are appropriate, noting that “subjects” has been in use for hundreds of years. The history of objections to “subjects” began in 1994 with the fourth edition of the APA manual, when “participants” was preferred. When the current edition appeared in 2010, subjects and participants were on equal footing. The entry on page 73 says, “Indeed, for more than 100 years the term subjects has been used within experimental psychology as a general starting point for describing a sample, and its use is appropriate.” Because subjects is as appropriate as participants, this text uses subjects in order to maintain consistency with other terms in experimental design language, including between-subjects designs, within-subjects designs, and human subjects used by IRBs. For more on this topic, read the essay “What Should They Be Called” by Roddy Roediger in the APS Observer, April 2004, 17, no. 4, available at http://journal.sjdm.org/roediger.html.
1. Does seeing a photograph improve ethical reasoning?
2. Does voice pitch affect the credibility of a radio announcer?
3. Does the height of female politicians affect voters’ assessments of their qualifications and the likelihood of voting for them?

In the first study, the treatment is showing subjects a photograph versus no photograph in the control condition. In the second study, the voice of a radio announcer was pitched high in one treatment condition and low in another versus normal in the control condition. In the third, pictures of short and tall women were the two treatment groups versus average-height women as the control. Of course, all three experiments ended up being more complex than this, but this simple “does A cause B” approach was the genesis of all the studies.

Writing a Statement of the Problem

The next step is to write a clear and focused statement of the problem to be studied. A good way to start this sentence is with “The purpose of this study is . . .” or something similar. Here are some examples of good, clear, and focused statements of the problem from experiments:

- “This article investigates how media use of the microblogging tool Twitter affects perceptions of the issue covered and the credibility of the information.”51
- “We experimentally study the common wisdom that money buys political influence.”52
- “We assess the extent to which communication setting (i.e., face-to-face versus online chat room discussion) affects individuals’ willingness to express opinions.”53
- “A first question is whether providing general information on the welfare properties of prices and markets modify attitudes toward repugnant trades.”54
• “... the goal of this study is to demonstrate that moral convictions and moral judgments in politics are causally affected by harm associations and moral emotions.”

All of these examples have three things in common: They say what the intervention, manipulation, or cause is, and what the effect or outcome is, usually in that order. And they have a verb. In the first example, Twitter is the intervention or cause, and the effect or outcomes are perceptions of the issue and credibility. In the next one, money is the cause, and political influence is the effect. In the last example, the order is reversed, with the effect—moral convictions and judgments—listed first, and the causes—harm associations and moral emotions—given last. You may also recognize these as independent variables (the cause, interventions, or manipulations) and dependent variables (the effect or outcomes). The third thing in common is that there is a verb in each of these, some word that describes the action the cause is expected to have on the outcome, or what one thing is expected to do to the other. In these examples, the verbs are “affects,” “buys,” “modify,” and “causally affected.” For experiments, it is advisable to stay away from less precise words such as “explore,” “understand,” and “examine,” and instead to use more specific, causal language such as this. Other good words to use include “differs,” “improves,” and similar words. For example, a statement might say, “The purpose of this study is to test the idea that photographs improve ethical reasoning,” or “The purpose of this study is to see if assessments of credibility differ with the pitch of a radio announcer’s voice.”

To write a clear and focused statement of the research problem for an experiment, first determine what the cause (or intervention, manipulation, independent variable) is, then say what it is expected to do (differ, affect, modify, cause—the verb) to some outcome (the effect or dependent variable). Here, I offer my fill-in-the-blanks template for writing a statement of the research problem:

“The purpose of this study is to see how (one thing, insert the cause, intervention, manipulation, treatment, or independent variable) (does something, insert a verb—differs, affects, modifies, causes, changes, etc.) to (something else, insert effect, outcome, dependent variable).”

Some of the terms in these examples, such as harm associations, might not be familiar if they are outside your discipline, so it helps to examine some experiments in your own field for other examples that may be more commonplace. Also notice how all of these are
only one sentence long. Writing such a clear, focused, and easily understandable statement that describes the experiment in one sentence is not easy. It is not surprising to have to write, rewrite, and edit it many times. Have someone familiar with the discipline read it and see if he or she can understand it. As the project evolves, you may have to rewrite this statement, maybe even a few times.

Many experiments have more than one purpose, so two or three statements of the problem may be written. If that is the case, put them together in the paper and link them with phrases like “This study also seeks to . . .” For example: “This study tests whether photographs improve ethical reasoning. If this effect is found, this study also seeks to determine the causal mechanism for this improvement.” This way, one has the primary purpose of the experiment followed by additional purposes all in one place rather than spread out around the paper. Readers will appreciate having everything the study intends to do all listed together rather than reading a slowly evolving purpose of the study, waiting for it to unfold like a murder mystery.

Once satisfied with the statement of the problem, authors will need to remind readers periodically throughout the paper what the mission is, so be sure that the statement of the problem stays consistent. One frequent problem I see when reviewing experiments for journals is how the stated goal of the study changes as the paper progresses. Finally, a good practice is to write the statement of the problem on a sticky note and paste it on your computer where you can see it as you work. This will help keep you focused and consistent.

**Answering the “So What” Question**

After formulating this clear and focused statement, the next step is to articulate why this study is important. This is commonly referred to as answering the “so what” question. Some journals even have a highlighted box that is devoted to this—for example, see the “Significance” box in *Proceedings of the National Academy of Sciences*. This is another area where researchers frequently think the importance of their study is obvious and should not have to point it out; in fact, this is one of the most crucial aspects of a study. For this task, I tell students they need to state the obvious. It may be abundantly clear to you, but it will not necessarily seem so to other readers. To do this, think about the reason your study is important on three different levels: (1) to other academics, (2) to professionals in the field, and (3) to society or people in general. For the first, you can point out some gap in knowledge or some obstacle that the study overcomes. It should
also contribute to theory in some way or help uncover any of the mechanisms or reasons for some phenomenon. One reason that is never acceptable alone is because a study has never been done before. That is a start, but you should always go further to say why it is important that it be done beyond never having been done before; otherwise, perhaps it has never been done before for a good reason.

Frequently, one sees researchers point out the importance to other scholars but overlook the other two groups: professionals and the public. For any kind of study, being able to articulate why your findings are meaningful beyond academia is crucial to research that makes a difference. R. Barker Bausell’s book *Conducting Meaningful Experiments* is predicated on that premise. For the second step in considering the “so what” question, ask if your study will be of interest to those in the professional arm of your discipline. Will it help accountants, campaign managers, teachers, public relations professionals, or anyone else do their jobs better? Will the findings of the study give professionals more insight into their own subconscious decision making? Will it help them overcome some obstacle or give them evidence they need to change the way they practice their craft? Perhaps it will show them which of their efforts are paying off in the outcome they desire and which are not, whether that is more engaged citizens or more customers. Making this kind of concerted effort to solve real-world problems helps bridge the gap between scholars and the profession they serve.

Finally, being able to say why all of society will benefit results in more meaningful science. Too often, the public considers academic researchers to be “eggheads in ivory towers” writing about things that have no basis in reality in order to get another publication. There are even awards that make the news for the most wasteful research. Having one’s research ridiculed in this way might be avoided if studies better articulated why seemingly silly or obvious findings are important to someone other than our scholarly colleagues. This kind of attention does nothing to help advance the cause of research or increase funding for it—conducting research that is meaningful to ordinary people does. So answer the “so what” question; will it help anyone or improve any social ills? Not every study will broker world peace, but it might help lessen racial profiling, change a morally repugnant practice, or give policy makers information needed to pass a law. Not every study articulates all three, but thinking through the benefits to these different publics can help experimentalists design studies that are truly meaningful. For some examples of statements that answer the “so what” question, see How To Do It box 1.4.
Examples of Answers to the "So What" Question


"There is only a recent and small literature examining treatment intensity, and the research on treatment intensity focused on specific disorders is even more limited. It may be that etiology and characteristics associated with specific etiologies impact the effects of intervention intensity. Many children with Down syndrome display poor task persistence and inconsistent motivational orientation . . . For some learners with Down syndrome, it is possible that there is an optimum moderate level of intensity, past which learners engage in greater levels of escape-motivated problem behavior and there are diminishing gains in acquisition rates."59


"This study is of value because it provides important information to evaluate one of the solutions offered to the problem of stereotypical media portrayals—hiring and promoting more minority journalists. Newsrooms across the country are staffed primarily by whites; incorporating more minority viewpoints should lead to more equal coverage of minorities, according to the argument. . . . it is important to examine whether minority journalists do in fact exhibit more tolerant attitudes toward minorities in their cognitive processing. To date, there is no empirical evidence that black journalists have more favorable perceptions of blacks in the news. . . . This study also fills the void by exploring how race influences the ethical reasoning of blacks when blacks and whites are in news stories."60


"Specifically, we still do not know enough about why effects are found in some cases and not others, and too little work has been done exploring the cognitive basis of the effect that would allow us to develop a theory for when and why some attributes would have a second-level effect and others would not."61


"Prohibiting some of these transactions has costs. Life insurance contracts, for instance, were once illegal because they were seen as gambles against God; they now create value for millions of people, and are viewed as a form of ‘institutionalized altruism.’ Similarly, the idea of an all-volunteer paid army was long rejected in the United States, despite arguments showing its efficiency. The prohibition of payments to people who give their organs contributes to the growing gap between organ demand and supply. Banning some trades may also lead to the formation of illegal markets, which, in turn, entail further costs such as violence . . . "62

“There are good reasons to suspect there is some truth behind the common belief that money in politics is undesirable. First, in spite of being banned, political quid pro quo can occur outside publicly observable channels. Second, for economically powerful special interests, most of which are large corporate firms, giving as an investment that increases profits is a more plausible explanation than political participation. Moreover, returned favors to such interests, such as specific tax breaks, subsidies, and regulations, can be easily concealed as an economic necessity and are therefore hard to quantify. Third, collusion between major candidates may also take the form of an agreement on a common view with regard to a given political issue . . . Finally, even if the impact of money in politics is overestimated by the public, this belief can affect the public’s political trust and behavior.”

Common Mistakes

• Not clearly stating the purpose of the research, and not keeping it consistent throughout the paper
• Not putting all the things the study intends to do in one place, but having the goals of the study unfold slowly through the article
• Not putting the statement of purpose up high in the paper, in the introduction and before page 3
• Failing to say why the study is important to theory, other researchers, the profession, and regular people. “Because it has never been done” is not a reason why a study is important by itself.

Test Your Knowledge

1. Experiments need to show that the cause precedes the effect but not that it is necessarily related to it. If there is a statistically significant relationship between two things, that is all that matters.
   a. True
   b. False

2. A researcher studied the effects of attractiveness on how well students liked a teacher. The attractive teacher was twenty-five years old; the unattractive teacher was forty-five years old. The problem here is that:
a. Age is confounded with attractiveness
b. It is hard to define attractiveness
c. The cause did not precede the effect
d. The researcher did not control for political ideology

3. You assign fifteen employees to go to a one-day seminar on stress management. Another fifteen are assigned to a one-week seminar. At the end of the month, you measure each employee’s perceived level of stress. What is the treatment or manipulation in this study?
   a. How stressed out employees are
   b. How long the seminar is
   c. How you chose the thirty employees
   d. The quality of the stress management teacher

4. A study measures students’ arousal level before they take a test. It finds that as arousal increases, performance decreases. This finding shows:
   a. Causality
   b. Correlation
   c. A plausible alternative explanation
   d. A confound

5. Which of the following is NOT one of the three basic criteria for an experiment?
   a. Cause must precede the effect
   b. The effect must be unlikely to have occurred by chance
   c. Cause must be related to the effect
   d. There are no plausible alternative explanations for the effect

6. Variation is achieved by:
   a. Holding everything constant
   b. Using demographics as covariates
   c. Systematically changing something
   d. Having a control group

7. Things that could provide plausible alternative explanations are called:
   a. Covariates
   b. Confounds
   c. Independent variables
   d. Causal mechanisms
8. In experiments, control groups serve the purpose of:
   a. Allowing us to know what happens to people who receive the treatment
   b. Allowing us to generalize to more people
   c. Allowing us to know what would happen to subjects if they had not received the treatment
   d. Allowing us to say some effect occurred with a specific degree of certainty

9. In an experiment, “assignment” is:
   a. The task that subjects must complete
   b. How authorship order is calculated for the paper
   c. The way researchers ensure subjects believe the experiment is real
   d. How subjects are put in the different interventions or control group

10. The gold standard in experiments is to assign subjects:
    a. Representatively
    b. Purposively
    c. Randomly
    d. Haphazardly

Answers:
1. b  4. b  7. b  9. d
2. a  5. b  8. c  10. c
3. b  6. c

**Application Exercises**

1. Use scholar.google.com or your school library’s database to find studies that use experimental designs in your discipline. Include the word *experiment, experimental design, or controlled experiment* in the search terms. Read three of the experiments that interest you most and look for the concepts covered here. Specifically, identify the treatment group or groups. Is there a control group? If so, what is used to represent “no treatment”? Identify the statement of the problem and the answer to the “so what” question.

2. Think up three distinct studies that you would like to do with an experiment. That is, something should be manipulated or changed in order to see what effect it has on some outcome. Write a clear and focused statement of the problem. Explain why it is important to academics, the profession, and the world at large (the “so what” question). Use 250 words for each. These should not be straight replications but new ideas, or they may be replications with substantial extensions to the study you are replicating.
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